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Languages come in different forms but have shared meanings to convey. Some meanings are expressed by sentence structure
and morphologic inflections rather than content words, such as indicating time frame using tense. This fMRI study investi-
gates whether there is cross-language common representation of grammatical meanings that can be identified from neural
signatures in the bilingual human brain. Based on the representations in intersentence neural similarity space, identifying
grammatical construction of a sentence in one language by models trained on the other language resulted in reliable accu-
racy. By contrast, cross-language identification of grammatical construction by spatially matched activation patterns was only
marginally accurate. Brain locations representing grammatical meaning in the two languages were interleaved in common
regions bilaterally. The locations of voxels representing grammatical features in the second language were more varied across
individuals than voxels representing the first language. These findings suggest grammatical meaning is represented by lan-
guage-specific activation patterns, which is different from lexical semantics. Commonality of grammatical meaning is neurally
reflected only in the interstimulus similarity space.
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Whether human brain encodes sentence-level meanings beyond content words in different languages similarly has been a
long-standing question. We characterize the neural representations of similar grammatical meanings in different languages.
Using complementary analytic approaches on fMRI data, we show that the same grammatical meaning is neurally represented
as the common pattern of neural distances between sentences. The results suggest the possibility of identifying specific gram-
matical meaning expressed by different morphologic and syntactic implementations of different languages. The neural real-
ization of grammatical meanings is constrained by the specific language being used, but the relationships between the neural
representations of sentences are preserved across languages. These findings have some theoretical implications on a distinc-
tion between grammar and lexical meanings.
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Different languages share communicative intentions, while
the linguistic forms expressing similar meanings may vary.
Research over the past two decades has characterized how the
human brain represents content words and their compositions
in unprecedented detail (Mitchell et al., 2008; Bemis and
Pylkkdnen, 2011; Wang et al., 2017; Coutanche et al., 2020;
Tang et al., 2023). Concepts of concrete objects and simple
events are found represented by brain activation patterns that
are common across different languages (Correia et al., 2014;
Yang et al., 2017), indicating shared neural substrates for con-
tent-word-driven semantics.
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Figure 1.

Conceptual illustration of common cross-language representations of grammatical meanings in neural similarity space regardless of commonality in the multivoxel activation pat-

terns. a, Assume three sentences, represented by the circle, the pentagon, and the triangle, vary on two grammatical meanings, A and B. The colors in the sentence-by-feature matrix indicate
different values of the elements, namely, the extent to which a sentence expresses a grammatical meaning. While this study codes grammatical features binarily, the features can be continu-
ous. b, The grammatical meaning A or B may be neurally directly coded (upper branch) or via syntax (lower branch). In the second case (lower branch), two actual languages express the same
meanings by different morphologic or syntactic properties, which are neurally realized by different sets of voxels, as illustrated by the blue squares. ¢, Different hypotheses lead to different pre-
dictions on whether the same grammatical meaning is represented similarly in voxel space across language. d, Nevertheless, the same underlying meaning representation in a can be captured
when the neural representations are viewed in a space spanned by other sentences, i.e., the intersentence neural similarity. The coordinate systems represent the neural similarity space, in
which the dimensions are stimuli and the location of a sentence indicates the neural similarities to other sentences.

On the other hand, certain meanings arise from morphosyn-
tactic properties rather than content words (Goldberg, 1995). In
sentences “I have walked my dog” and “I am walking my dog,”
different tenses and aspects indicate different time frames of the
event. In Mandarin Chinese, time frame is expressed by using as-
pect markers such as “J” or adverbs such as “;FE7£.” Are these
grammatical meanings, namely, meanings expressed by sentence
structures, inflectional morphology, or function words, repre-
sented in common neural substrates across languages in a bilin-
gual brain? While neural responses associated with different
grammatical constructions have been identified (Allen et al.,
2012), what remains unaddressed is whether such neural differ-
ences result from differences in formal linguistic structures, or
from differences in grammatical meanings, such as the subtle
semantic distinction between the ditransitive and the dative con-
structions (Pinker, 1991; Goldberg, 2003; Ambridge et al., 2012).

Because grammatical meanings are coupled with the specific
morphologic and syntactic properties of a specific language, the
present study uses different languages to identify the neural sig-
nature of meaning to dissociate it from formal syntactic proper-
ties. The question is whether the same grammatical meaning is
represented by the same spatial neural activation pattern in dif-
ferent languages. One possibility is that particular grammatical
meaning is encoded directly as particular neural activation pat-
tern, just like lexical semantics is represented by concept-specific
activation patterns regardless of the language (Buchweitz et al.,
2012; Yang et al,, 2017). If this is the case, it will be possible to
identify grammatical meaning of one language based on the spa-
tial patterns in another language.

A second possibility is that unlike lexical semantics, grammat-
ical meaning is only a by-product of the representation of formal
linguistic structure. In the view of generative grammar, the sets
of parameters, or instantiations of the universal grammar, are
different across languages, resulting in different syntactic struc-
tures (Chomsky, 1965, 1986). If generative mechanism is the

only route to grammar representation (Marantz, 2005), we infer
that the same grammatical meaning is not represented by the
same neural activation patterns in two languages that do not share
specific rules (using different “sets of parameters”). As long as the
grammatical meanings are the same in two languages, one will
observe between-language commonality in the second-order inter-
sentence neural similarity space, where the intersentence similarity
is the similarity of the spatial pattern of neural responses between
pairs of the sentences within a language (Kriegeskorte et al., 2008;
Haxby et al., 2020). Assume when a common grammatical mean-
ing (Fig. 1a) is expressed in two different languages, the relevant
grammatical properties in the two languages are neurally coded
by different spatial patterns (Fig. 1b), resulting in different neural
signatures of sentences with common grammatical meanings in
different languages (Fig. 1c¢). Grammatical meaning cannot be
decoded across languages by directly comparing the spatial pat-
terns, but consistency will be observed when one compares the
neural similarity patterns across sentences within a language with
the similarity pattern of another language (Fig. 1d).

The present study investigates the neural representation of
grammatical meaning by examining common grammatical mean-
ings in different languages. We associate grammatical meaning
with neural representation of sentences in neural similarity space
or in voxel space, and test whether the learned mapping can be
used to predict the neural signature of a sentence in one’s second
language given its grammatical meaning. This approach is applied
to ensure the cross-language commonality can be accounted for
by the hypothetical features of grammatical meanings, and to
ensure that the learned mapping is generalizable to new sentences.

Materials and Methods

Participants

Forty healthy young adults were originally recruited from the East China
Normal University community. One participant quit the experiment
halfway, resulting in a total of 39 participants (25 females, age averaged
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It is the chef who is chopping the carrot. |English||Chinese||English Chinese
FHEPHEE NOAZS X Run1 || Run1 || Run2 Run 3
Features chop carrot chef ST e
Tense EENHSE NIARKXE, The chef T2ms
Present continuous  [be doing] has chopped 760 ms
Voice FEHEE MY AR K. 55 the carrot. 744 ms
Active

Emphatic form
Agent-focusing

Figure 2.
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Example of stimulus sentence and schematic representation of the experimental paradigm. The left panel shows one sentence in English and its Chinese equivalent (Extended

Data Fig. 2-1 for all the sentences). Colored texts mark the key components that indicated the each of grammatical features in that Chinese sentence. The right panel illustrates the experimen-
tal design. Participants read sentences silently during six runs of fMRI scans. Each sentence was presented one phrase at a time, with phrases cumulating from left to right on the screen. The
presentation duration of each phrase was determined by the number of content words and number of letters.

at 21 years, SD = 2.54). Participants’ age, gender, and language back-
ground were collected by questionnaire. Questions on participants’ lan-
guage experience were adapted from the Language History Questionnaire
2.0 (P. Li et al, 2014): “List the languages you have studied or learned, the
age at which you started using each language in terms of listening, speak-
ing, reading, and writing, and the total number of years you have
spent using each language.” English proficiency was indicated by the
self-reported scores on the National College Entrance Examination of
English. All the participants were Chinese-English late bilinguals. The
mean age of onset for L2 was seven years (SD =2.67). All the partici-
pants have been studying/using English for at least nine consecutive
years. All the participants have passed the National College Entrance
Examination of English. All participants provided written informed
consent approved by the East China Normal University Institutional
Review Board.

Experimental design and procedure

This study investigated fMRI-measured activation patterns when
bilingual participants read sentences with nearly identical propositio-
nal contents but different grammatical constructions. Stimulus sen-
tences consisted of 48 unique sentences: two languages (Chinese,
English) x two tenses-aspects (present continuous, present perfect) x
two voices (active, passive) X three emphatic forms (nonemphatic,
agent-focusing, patient-focusing) X two scenarios (Chef-chops-carrot,
Grower-washes-tomato). For example, “It is the carrot that the chef is
chopping” is a patient-focusing sentence in English that describes one
of the scenarios in present continuous tense-aspect and active voice
(Extended Data Fig. 2-1). We chose these three grammatical areas for
several reasons. First, these grammar features exist in both English
and Chinese, i.e., both languages have these parameters “switched
on.” Second, these grammatical constructions are meaningful or in-
terpretable outside the grammar system, as opposed to some other
grammatical areas such as other subject-verb agreement. Third, as
opposed to rules such as subject-verb-object that are common in both
English and Chinese, the parameters of the selected rules, or morpho-
syntactic structures, differ between the two languages, which ensures
the perceptual dissimilarity between sentences in two languages (Fig.
2). Fourth, these three features are orthogonal to each other: manipu-
lating one feature does not affect the validity of the others. Note that
the active and passive voices depicted the same event (e.g., “The chef
is chopping the carrot.” vs “The carrot is being chopped by the
chef.”).

Below we used “grammatical feature” to refer to the features of tense,
voice, and emphatic form, and used “grammatical construction” to refer
to the specific combination of properties of these features in a specific
sentence, such as “present continuous, active, and agent-focusing.”

Before the MRI scans, participants read all the stimulus sentences
and were informed that “These sentences described very similar events,
but please try to comprehend the subtle differences in meanings.” No
participant reported issues regarding the sentences when they were
asked whether the meaning and expression of any sentence were unclear
or confusing. During the scan, participants silently read the sentences
that were presented for a total of three times in six runs, three runs per

language. Each run consisted of 24 sentence trials, a complete list of
unique sentences in one language in a pseudorandomized order. In this
slow event-related design, each sentence was presented one phrase at a
time, with phrases cumulating from left to right on the screen (Fig. 2).
Each phrase contained and only contained one content word (nouns or
verbs), hence each sentence consisted of three phrases. The presentation
duration of each phrase was computed as 600 ms X number of content
words + 16 ms x number of letters for the English sentences. The pre-
sentation paradigm was motivated by the patterns of eye fixations dur-
ing the reading of texts (Just and Carpenter, 1980). The basis timing of
word display was modified from 300 to 600 ms based on preliminary
tests on two late Chinese-English bilinguals to ensure sufficient time
for processing. Because of the lack of corresponding research for the
reading of Chinese, we applied the same equation when determining
the timing of displaying Chinese sentences, i.e., 600 ms X number of
content words + 16 ms x number of characters. The mean presenta-
tion duration of sentences was 2177 ms; SD = 208.35. The shortest pre-
sentation duration of a sentence was 1912ms and the longest was
2552 ms. This range (640 ms) was shorter than 1/3 of the TR. After the
last phrase of the sentence had been presented, a blank interval was
presented to pad out the total duration of the sentence presentation to
5000 ms, during which the participants were allowed to finish their
thoughts on the sentence. The blank interval has been found critical for
semantic decoding and has been applied in previous fMRI studies
(Wang et al., 2017; Yang et al., 2017). The blank interval was followed
by a 7000-ms fixation cross (“+”) presented in the center of the screen,
during the presentation of which the participant was instructed to relax
and clear their mind. Participants were instructed to think of the same
properties of the person, object, and scenario described by a sentence
each time the sentence was presented: “For example, when you en-
counter this sentence for the first time, if you happen to imagine the
chef is cutting the carrot in half instead of cutting it into many slices,
try thinking of that kind of carrot again - that is, a carrot in half —
when you see the sentence for the second or the third time.” Twelve
additional trials were included, during which participants were asked
to judge whether the present sentence used the same grammatical con-
struction as the previous sentence. A 17-s fixation trial was presented
at a random position in the stimulus sequence for each run, during
which a “+” was shown at the center of the screen. Participants were
instructed to relax and clear their mind while fixating on the sign.

fMRI imaging protocol

Functional and anatomic images were collected using a Siemens
Prisma 3-T scanner with a 64-channel head coil at East China Normal
University. Functional images were acquired using a gradient echo EPI
pulse sequence with TR=2200ms, TE =30ms, and a 90° flip angle.
Thirty-six 3.5-mm-thick AC-PC aligned slices were imaged with voxel
size 3x3 x 3.5 mm’> FOV 192 x 192 mm? Structural images were
acquired using a T1-weighted MPRAGE pulse sequence.

Image preprocessing
Preprocessing was performed using SPM12 (Wellcome Department of
Cognitive Neurology, London, United Kingdom). Whole-cortex fMRI
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data were corrected for slice timing and head motion. The structural
image of each participant was coregistered to the mean of the functional
image of the first scan session, tissue-segmented and bias-field corrected.
The deformation information of normalizing the structural image to the
Montreal Neurologic Institute (MNI) template was applied to spatially
normalize the functional images. Functional images were then corrected
for linear trend and low-frequency trends by applying a high-pass tem-
poral filter at 0.0078 Hz. Further analyses were performed using in-house
scripts on MATLAB7 (MathWorks).

For each presentation of a sentence, the percent signal change
(PSC) was computed at each voxel in the brain image. The change was
computed relative to a baseline activation level measured during and
averaged over the 17-s fixation conditions. The baseline measurement
started at 4 s after each fixation presentation onset to account for the
hemodynamic response delay. The fMRI data of sentence reading con-
sisted of the mean of three images, the first starting at 6.6 s from sen-
tence onset. The PSC was then normalized to a mean of 0 and variance
of 1 across sentences within each run (Pereira et al., 2009) to equate the
overall intensities across scans and participants.

Control of features of no interests

Four types of feature sets that might correlate with the grammatical fea-
tures were considered: presentation duration, visual-orthographic, pho-
nological, and syntactic features. Presentation duration was the exact
duration over all segments of each sentence. The first visual feature was
orthographic complexity, measured as the number of strokes in a
Chinese sentence or the number of letters in an English sentence, both
being normalized within language. The second was number of words in
a sentence. Post hoc examination showed no occipital or ventral temporal
voxels were used in the grammatical coding (see “Distribution of informa-
tive voxels in two languages”), suggesting lower-level visual features were
unlikely to confound the effect of interest.

Phonological features were taken into account despite the visual pre-
sentation paradigm because participants might generate covert speech
during reading, and because phonological working memory demands
might differ on sentences of different lengths. Twenty-five articulatory
features were constructed following the rationale and approach of de
Heer et al. (2017). Sentences were transcribed to phonemes. The occur-
rence of each articulatory feature in a sentence was coded according to
the phoneme-articulation association defined by International Phonetic
Association (https://www.internationalphoneticassociation.org/content/
ipa-chart). These features represent both the speech sound characteris-
tics and the vocal gesture characteristics (de Heer et al., 2017). Note that
this feature set had coded the number of phonemes in a sentence, which
was associated with the verbal working memory.

The first syntactic feature was syntactic complexity, measured by the
node counts in the parse tree of a sentence (Miller and Chomsky, 1963;
Frazier, 1985; Ferreira, 1991). Parsing was performed using the Stanford
CoreNLP toolkit (Manning et al., 2014). The second syntactic feature
was on word order, which binarily coded whether a sentence was agent-
first or patient-first.

Thirty features of no interest were constructed. Because grammatical
meanings were expressed by syntactic properties such as word order,
function words, or inflections, which in turn affected other sentence
properties the sentence length, and complexity, the features listed in this
section were highly correlated with the grammatical meanings within
language by nature. To control for the effects of confounders without
eliminating the effects of interests, we only selected voxels that were bet-
ter accounted for by grammatical features than features of no interest
using the training data. A voxel was only selected for any following anal-
ysis if the grammatical feature set accounted for more variance (greater
R?) in that voxel than the all sets of features of no interest.

Voxel selection

Two-step voxel selection was performed using the training data before
the model training. The first step was mandatory. As described above in
Control of features of no interests, a voxel was retained only if the gram-
matical features could explain extra variance that were not explained by
the features of no interests. Post hoc review showed that after the control
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of features of no interests without additional voxel selection, 2055-2535
voxels were modeled over cross-validation folds. The second step was
optional and was referred to as “stability-based voxel selection.” Data of
three presentations of the same sentences in the training set were aver-
aged to acquire a stable representation of the individual sentence. The
sentence of the same grammatical attributes as the test sentence was
ignored, resulting in 22 sentences. For example, if the test sentence was a
present continuous, active, and agent-focusing sentence (“It is the chef
who is chopping the carrot.”), the other present continuous, active, and
agent-focusing sentence that described the other scenario (“It is the
grower who is washing the tomato.”) was ignored. The 22 sentences
formed 11 pairs, each pair being the two sentences of the same grammat-
ical construction (e.g., present perfect, active, and agent-focusing) that
described two different scenarios (one being chef-chop-carrot and the
other being grower-wash-tomato). The grammatical tuning score of each
voxel was computed as the Pearson correlation coefficient on the
responses between the 11 pairs of sentences. This score indicated how
well a voxel presented an activational profile over different grammatical
constructions that were stable across different lexical contents. This
voxel selection method was consistently applied to the following analy-
ses. Results of using a range of different numbers of voxels were pre-
sented in the figures to show the robustness of the results. The numbers
of voxels being selected were arbitrarily set to the rounded values of 30 x
125", where n was a natural number ranging from 1 to 20.

Predicting grammatical meaning signatures within language

We examined whether the responses in selected voxels to one grammati-
cal construction was distinguishable from those to other constructions
in the same language. A leave-one-sentence-out cross-validation proce-
dure was applied to all the within-language analyses. In each cross-vali-
dation fold, the test image was the mean image over three presentation
trials of the same sentence. The rest 69 trials of 23 sentences were used
as the training data. A kernel ridge regression model (Hastie et al., 2009)
was trained to learn the mapping from the grammar features to the
response of each selected voxel. The independent variable were the
4-dimensional grammatical features. Each dimension binarily coded tense
(present continuous vs present perfect), voice (active vs passive), whether
it was an emphatic or nonemphatic sentence, or for an emphatic sentence,
whether it was agent-focusing or patient-focusing. The dependent variable
was the percent signal change at each selected voxel. The penalty weight of
the ridge regression was chosen from a list of 23 candidate values that
ranged from 10~ to 10”. The selection of parameters was performed using
the generalized cross validation method for computational efficiency,
which implicitly left one training sample out each time to train the model,
applied it to the left-out sample, and calculated the prediction errors. The
regularization parameter that provided the minimum mean squared error
over all implicit folds was selected for each voxel.

The trained model was used to predict the neural signature associ-
ated with each of the 12 candidate grammatical constructions (two
tenses X two voices X three emphatic forms), given its grammar feature
coding. Only the voxels selected based on the training data were consid-
ered. The observed image of the left-out test sentence was compared
with the 12 predicted images. The 12 candidates were ranked based on
their cosine similarity scores to the actual test image. The perform-
ance of the model was assessed by the rank accuracy of correct gram-
matical construction, (Number of candidates — Rank of the correct
item)/(Number of candidates — 1).

For each of the prediction analyses, statistical significance of the
resulting accuracy was determined based on the null distribution gener-
ated by a 10,000-iteration random permutation. The procedure in each
iteration was the same as the main analysis, except that the labels of the
entire data were randomly shuffled before further processing.

Identifying attributes of individual grammatical features

Performances on each of the three grammatical features were examined.
For example, for tense prediction, the predicted images of all the present
continuous sentences were averaged, and the predicted images of all
present perfect sentences were averaged. The test image was compared
with the two mean predicted images. Accuracy was determined by
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Actual similarity patterns

lllustration of methods of identifying grammatical construction in neural similarity space. When a chef sentence was left out as the test sentence, similarities of the activation pat-

terns were computed between the other chef sentences and the grower sentences. The chef sentences served as the training exemplars and the grower sentences served as the neural feature
space. Weights (w) that mapped the grammatical features to the neural similarities were leared and applied to generate predicted neural similarity patterns of 12 possible grammatical con-
structions. These predicted candidate patterns were compared with that of the test sentence. Normalized rank of the similarity of the actual construction over all candidates indicated the per-

formance of the identification.

whether the predicted image with the correct tense label was closer to
the test image.

Predicting grammatical meaning signatures across language on a
voxel-by-voxel basis

In the voxel-wise cross-language prediction, the model was trained
using PSCs associated with reading sentences in one language, to
identify the grammatical construction of the PSC of each sentence in
the other language. For this and the rest of the analyses, the proce-
dures and algorithms applied were the same as in the within-language
prediction unless specified. Training and testing data in the cross-lan-
guage prediction were associated with two languages respectively.

Predicting grammar meaning signatures across language in neural
similarity space

The model described below used the same training-testing protocol on
the same sets of voxels as the voxel-based model described above. The
neural signature of a sentence in this model was the intersentence simi-
larity, namely, the Pearson’s correlations of the sentence’s percent signal
change image to the images of all the sentences in the same language
that described the other scenario. For instance, if the test sentence was
about “chef chops carrot,” the neural similarity was the correlations of
the test sentence to each of the 12 sentences (including all three presen-
tations) that described “grower washes tomato” (Fig. 3). The images
contained only the voxels that were selected by the voxel selection pro-
cedure. The dependent variable of model training was each of these
neural similarity scores. The independent variables were the 4-dimen-
sional grammar features. The trained model was used to predict the
neural similarity scores associated with each of the 12 possible gram-
matical constructions using the grammar features. The actual similarity
vector of a test sentence was compared with the 12 predicted vectors.
The performance of the prediction was evaluated by the rank accuracy
of the correct grammatical construction over the 12 candidates. In
short, the only difference between this similarity-based model and the
voxel-based model described above was that the neural signature of a
sentence, which was the voxel-wise responses in the voxel-based model,
was now replaced with the neural similarity scores to other sentences.

Modeling neural similarity patterns using language-specific voxel
selection

Voxel selection was performed independently for two languages. The
selection procedure remained the same for the training data. For the test

data, when one sentence was tested, the voxel selection was performed
using all the other sentences of the same language as the test sentence
and then applied to the test data. Note that the prediction was always
performed independently on each test sentence, thus the data used for
voxel selection were never involved as test items in this procedure.

Testing the role of features of no interests in explaining signals in
selected voxels

This test was to further examine whether the select voxels were associ-
ated with the features of no interest. If the classification accuracy of
grammatical meaning was contributed by the correlation between the
confounders with grammatical meanings, these confounders should be
able to predict the neural responses just like the grammatical feature vec-
tor did. This analysis applied the same procedure as the main analysis,
except that the grammatical vector in the training and prediction was
replaced with the 30-dimensional vector of features of no interest.

Language difference and individual differences in spatial patterns
Each participant had two binary maps of voxels being used in the model-
ing, one per language. The mean of cosine similarity between the maps
of each pair of participants within a language was used as the estimate of
intersubject similarity. Random permutation test was performed to com-
pare the intersubject similarity between languages. In each iteration of a
random permutation, the L1/L2 data label were randomly shuffled for
each participant. If there was no systematic difference between languages
(the null hypothesis), the intersubject similarity in the shuffled category
would be statistically the same as the intersubject similarity within the
real language category. The intersubject similarity in each shuffled cate-
gory computed for 10,000 iterations formed the null-hypothesis distribu-
tion. The actual intersubject similarity within each language was test
against the null distribution to obtain a p value.

Locating voxels that represented grammatical meanings in two
languages

Post hoc examination showed when 437 voxels were selected in each par-
ticipant in each language and included in the modeling, the mean accu-
racy across L1-to-L2 and L2-to-L1 directions was the highest among a
range of numbers of voxels. Multikernel density analysis (Wager et al.,
2009) was performed to identify voxels that were consistently selected
across participants. Because the images were originally not smoothed for
the purpose of retaining the spatial pattern of image, here the voxels
were convolved with a 2-mm Gaussian kernel. For each language, a
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Results of using predicted neural signatures to identify grammatical construction of sentence. a, Rank accuracy of cross-language identification of grammatical construction using

neural similarity patterns (accuracies of identifying individual grammatical features were in Extended Data Fig. 4-1). Selected voxels were consistent across participants and languages. The x-
axis indicated the number of voxels being used in the prediction. The “All” condition was when all the voxels that were better explained by the grammatical features than by the features of
no interest were included. The dotted line indicated the most conservative critical value across models using different numbers of voxels (p = 0.05). b, Rank accuracy of cross-language identifi-
cation of grammatical construction using neural similarity pattems. The similarity patters were computed using subject-specific voxels. For easier visualization of the comparison between
Figure 4a and b, see Extended Data Figure 4-3. ¢, Rank accuracy of cross-language identification of grammatical construction using neural similarity patterns. The similarity patterns were com-
puted using subject-specific and language-specific voxels. d, Rank accuracy of identifying grammatical construction within language in voxel space. e, Rank accuracy of identifying grammatical
construction across language in voxel space. At individual participant level, most participants with reliable within-language accuracy showed chance-level accuracy in voxel space and above-
chance accuracy in similarity space for cross-language prediction (Extended Data Fig. 4-4). f, Overlap rate of voxels being selected in two languages for identifying grammatical constructions.
Each boxplot represents the distribution of all the participants. The overlapping voxels were sporadically located in multiple brain regions (Extended Data Fig. 4-2).

probability map was generated by averaging the convolved maps over
participants. Null distributions were estimated by Monte Carlo simula-
tion, in which the selected voxels were randomly located in the brain
over 5000 iterations. The observed probability maps were then thresh-
olded against the null distributions and corrected for multiple compari-
sons at p of 0.05.

Laterality differences in representing grammatical meanings in two
languages

Laterality index (LI) of informative voxels within a language for each
participant was computed as NL/(NL + NR), where NL was the number
of voxels selected in the left hemisphere and NR was the number of vox-
els selected in the right hemisphere. LIs were computed at the whole
brain level and within individual regions of interests using Automated
Anatomical Labeling (Tzourio-Mazoyer et al., 2002). These regions have
been consistently found responsive in various semantic tasks by meta-
analysis (Binder et al., 2009) and were found consistently informative in
the current study, namely, inferior frontal gyrus (pars opercularis, pars
triangularis, and pars orbitalis), middle temporal gyrus/superior tem-
poral sulcus, and the inferior parietal cortex (angular gyrus and supra-
marginal gyrus). For the within-region tests of LI differences between
language, Bonferroni correction was applied to correct for the multiple
comparisons.

Results

Predicting grammar-modulated neural signatures across
language in voxel space

Voxel-wise cross-language prediction was performed to test
whether the spatial activation patterns were similar between the
sentences in different languages with common grammatical

meanings. Activations of a voxel over sentences in one lan-
guage were modeled by the vector of grammatical features.
The trained model was tested by comparing the actual activa-
tion pattern of a sentence in the other language against the
model-predicted signatures of all the possible candidate gram-
matical constructions. When all the voxels that were better
explained by grammatical features than by all features of no
interests were used, the mean accuracy of L1-to-L2 prediction
was 0.56, not significantly higher than the chance-level accu-
racy (p =0.15). The mean accuracy of L2-to-L1 prediction was
0.65 (p=0.009). The significances of the accuracies were sta-
bly marginal when the different numbers of voxels were
included, particularly for the L1-to-L2 prediction (Fig.